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ABSTRACT 

The obiect of this paper is to consider the problem of (0, 1, 2, 4) trigonometric 
interpolation when nodes are taken to be xkn = ( 2 k n / n ) ,  k = O, 1 . . ,  n - -  I .  

Here the interpolatory polynomials are explicitly constructed and the corre- 
sponding convergence theorem is proved, which is shown to be best possible 
in a certain sense. It  is interesting to compare these results with those of 
Saxena [6], where the convergence theorem requires the existence off(x) .  

Motivated by a series of papers of P. Tur~in and his associates [1, 2, 7] and 

O. Kis [4], A. Sharma and the author [8] have recently considered the problem 

of existence, uniqueness, explicit representation and the problem of convergence 

in the (0, M) case, that is, when 

2kn 
(1.1) R,,(xk,,) = ak,,, R~M)(xk, , )  = fit,,,, Xk,, - -  , 

n 

k = 0,1, ..., n - 1, akn, ilk, are prescribed, M being a fixed positive integer > 1. 

When M = 1, the problem has been considered by Jackson [3] and when M = 2, 

the case has been treated by O. Kis [4]. As was pointed out in our paper that the 

situation is different when M is even from that when M is odd. We proved that 

when M is even the conditions for uniform convergence require the Zygmund 

condition on f ( x ) ,  while we require f ( x )  to be only continuous and periodic 

when M is odd. In other words when M is odd we provided a new proof of Weier- 

strass approximation theorem where the trigonometric polynomial has also the 

property of interpolation. The object in this paper is to generalize the results of 

O. Kis in a different direction viz to (0,1,2,2M) interpolation (M > 2), when 

xk~ = ( 2 k n / n ) .  In order to keep the proof simpler we will discuss only (0,1,2, 4) 
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case. Using the terminology used by P. Tur~m by (0,1,2, 4) interpolation we mean 

finding interpolatory trigonometric polynomial of order 2n of  the form (3.2) 

where the value, first, second and fourth derivatives are prescribed at n distinct 

points Xk,=(2k~/n ), k=0 ,1  ..., n -  1. It turns out that the trigonometric poly- 

nomial exist uniquely if n is odd. Moreover the convergence theorem in this case 

turns out to be very interesting. We remark that the problem of (0,1, 2,4) inter- 

polation on the nodes of zt,(x) = (1 - x2)p,,_ l(x), P,,(x) being Legendre polynomial 

has been considered by Saxena [6] where the convergence theorem requires f ( x )  

to be twice differentiable. Further the explicit representation of  interpolatory 

polynomials is not simple. On the contrary in our case of (0,1, 2, 4) interpolation 

we will require f ( x )  to belong to Zygmund condition 2 and it is best possible in 

a certain sense. Also the explicit forms turns out to be extremely simple and are 

closely connected with interpolatory polynomials of O. Kis [4] and of D. Jackson 

[3]. For other interesting results on Lacunary interpolation we refer to 

[5, 9, 11, 12]. 

2. Preliminaries. For the explicit representation of interpolatory polynomials 

we shall require known results of O. Kis [4]. 

(2.1) Ukn(X) ---- -~  F(X--  Xkn), Vkn(X) ~" ~ G ( X - -  Xkn), 

k = O, 1, ..., n - 1, where 

(2.2) F(x) 1 + 2 "- 1 (n - j)2 = - -  Z n - - ~ -  cosjx 
n j = l  

nx 
sin - -  

2 
X 

sin ~- 

(2.3) G(x) = - -  

These fundamental 

conditions 

(2.4) 

1 . n x  f~ /2  nsin t - s i n n t  c o s t d t  
- -  + n S m ~ - - -  J o  sin3t 

1 . -1  1 1 
+ E - - - - ~ c o s j x - _ - - - c o s n x  

2n j=l  - 2j " 

nx fo x/2 = sin--~- s inntcot  tdt .  

polynomials of  (0,2) interpolation satisfy the following 

n, for k = O  F (xk)=O, 
F(Xk) = 

o 

o_-<lkl<-, 
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for k 0 
(2.5) G(Xk)= 0 O < [ k l < n ,  G"(x,) = 

o o < l k l < , .  

The estimates of F(x) and G(x) are given by [4] 

(2.0 IF(x) l < 5n, ]GCx) < re, 

and 

1791 

(2.8) 2 Z ( n - j )  cos] = ~-~ H(x) = 1 + --~ .i = 1 

which satisfy the conditions 

(2.9) 

and 

X 
cost 2 "-* sin nx nx 

(2.10) I(x) = ~-~ Z sinjx + n--- T-  = sin 2 
j=, 2 sin x 

2 

(3.2) 

is given by 

which satisfy the conditions 

(2.11) I (Xk)=O 0 < [ k [ < n - - l , I ' ( X k ) =  1 for k = 0  

=o0<lkl<n 
3. Statements of main theorems. We shall take n odd throughout this paper. 

The trigonometric polynomial R.(x)  of order 2n satisfying the conditions 

(3.1) R.(Xk,,) = f(x#.,.), R'.(Xk. ) = ak., R~(xk.) = bk., 

R~iV'(xk,.) = ck,., 0 < I k ] < n and of the form 

2 n -  1 
do + • (di cos ix + ei sin ix) + d2n cos 2nx 

i=l 

• lqXl2 
sin T 

sin T 

I for k=0, n'(xk)=0, o__<{kl<. f H(xk) 
/ 0 for 0 < [ k l < n  

.-i 1 
.i . yol, x )l > - .  (2.7) ]E l Uk.(n)] > -5-' k n 
k=O = 

Finally we will require the fundamental polynomials of Hermite Fcjer interpolation 

[13] 
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(3.3) 

THEOREM 3.1. 

polynomials 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

THEOgEM 3.2. 

condition 2. 

(3.8) 

with 

(3.9) 
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n - 1  n - I  

R~(x,f)  = ~, f (x i , )A(x  - xi~) + ~, ai~B(x - xin) 
i = 0  i = 0  

n - - I  n - 1  

+ Z bi,C(x - xin ) + Z ci,D(x - xi,). 
i = O  i = 0  

For n odd we have the following representation of fundamental  

2 • z nx ~, . 
D(X) = ~h--ism ---2-t,tx) 

C(x) = 2 s i n ~ 2 f ( x ) +  n2D(x) 

B(x) = 1 s i n  n x H ( x ) -  ~4~, s i n 2 - ~ H ' ( x )  
n ~ n - z .  

A(x) = H(x) - s innxH'(x)  + sin 2 -~-  ~--F(x) - H(x) + --n-5- ] . 

i f  f ( x )  is a 2re periodic function satisfying the Zygmund 

I f ( x + h ) - 2 f ( x ) + f ( x - h ) [ = o ( h )  

la,,I = o(n), Ib,,I = o(n), le,,I = o(n3), i = 0 , 1 , . . - , n - 1 .  

Then the sequence Rn(x,f)  defined by 3.3) converges uniformly to f ( x )  over the 

real line. Further Zygmund class can not be replaced by Lip a 0 < a < 1 even if 

all as,, b~n, and c~n are zero. 

The fundamental polynomials are determined frcm the conditions (3.2) o 

and 

(4A) 

(4.2) 

O(~')(Xk.)= O, p = O ,  1,2, 0 < [ k l < n ,  

DOV)(xkn) = 1 for k = 0 

= 0 0 < l k l < n ,  

C(V)(Xk.) = O, p = O, 1, 4, 0 <= ]k I < n, 

C"(xk. ) = 1 for k - - 0  

= o 0 < l k l < n ,  
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(4.3) 

and 

(4.4) 

TRIGONOMETRIC INTER?OLATION 

B(P)(Xk,) = 0, p = 0,2,4,  0 =<_lkl < n ,  

B'(Xk,,) = 1 for k = 0 

= 0 0 < [ k l < n ,  
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A(Xk~) = i for k = 0 AtP>(x~,) = O, 

-- 0 0 < l k l < n ,  

p = 1,2,4, 0__<lkl<n. 
The fundamental polynomials stated in Theorem 3.I satisfy the above conditions. 

This can be easily verified on using (2.4), (2.5) and (2.9). Now the foUowing lemma 

gives the estimates of the fundamental polynomials. 

LEMMA 4.1. The following estimates are valid; 

n--1 2"~ - -  1 

(4.5) • I O(x x,,)[ < "~I l . . . .  D(rc-  xi,)[ > n--- ~ /=o = 3n3' =o 

n--t 
(4.6) ~ [C(x - x,,)[ < ~ 

13 
,=o ~ - '  ,==o I c ( ~ -  x")l > -~. 

z I (x x,o)l < - -  B - -  Xkn > 
i=0 = ~ i=0 /1 

(4.7) 

and 

(4.8) 
n-1 n-1 
E [ A ( x -  x,,) I < l l n  E [A(zc-  x~) t > e2n. 

i=0 i=O 

Proof. (4.5) follows from (3.4) and (2.6). Similarly the lower estimate of (4.5) 

follows from (3.4), (2.1) and second part of (2.7). Now (4.6) can be obtained from 

(2.6), (3.5) and first part of (4.5). From second part of (2.8) and simple diff_eren. 

tiation we obtain 

(4.9) 

I . /IX - ~  
r/X t 11X X SIR T 

sin--~-H (x) = H(x) ncos  T -  cos 2 - - - -x-  
sin -~- 3 

Combining (4.9), (2.10) and (3.6) we obtain 

(4.10) 1 H(x) [s~.x + zt(x)] 
n(x) = T 
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Obviously from (2.10) we have 

(4.11) 
2 II(x)l 

Therefore, on using positivity of I t (x)  and the fact that 

n-1 n--1 
(4.12) ~, n ( x  - x,.) = ~ [U(x - x,.)l  = 1 

i=0 i=0 

we obtain 

4] 
IB( x -x , . ) l - -< -3  + = < - "  i=0 

In order to obtain lower estimate for B(x) we first observe from (2.10) that 

(4.13) 1 ( 2 ) <  2 =~-~. 

Hence, on using (4.12) and (4.10) we obtain 

n-l] ( 2 ) l  1 4 Cl 
(4.14) Z B - x i .  > - -  > - - f o r  n > 4 .  

i = o  = 3 n  n 2 ---- n 

This proves the second part of (4.7). 

To prove (4.8) we make use of (4.9) and (3.7) and we obtain 

F"(x)] 1 x ( 1 - c o s n x )  F ( x ) +  . 
(4.15) A(x)  = -~ -~H(x ) s innxco t  T + 2n n 2 ] 

Now using (2.6) and Bernstein inequality we obtain 

(4.16) IF(x) l _< 5. ,  IF"(x) l ~ 5 .  ~ . 

Also 

(4.17) 

Therefore 

1 s m  nx cot < 2n. 

n-1 
I: [A(x - x,.)[ =< 1 + 1 1 5 , 2  + 5,  '] =< 11,. 

i=O 

In order to prove the lower estimate for A ( x -  xi.) we take n = 4p + 1 and 

observe that 

2p ( 2 n  _j)ja F"(r0 4 1~ % ( _ l ) j ,  ~j = 
F(Tr)+ n2- = 1 +  ~-5 j=l  n - 2 j  
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Moreover cej is monotonic increasing for j = 1,2....,2/~. Usi~ag tlae fact: that the 

series being alternating we obtain immediately 

n--1 j~=lO~j(--1)Jl>o~2p--otl=c2n4 with C2~0. 

Now using (4.15) and the fact 

A(~ - x ~ )  = & z )  
we obtain 

n - I  

Y~ I A(u - Xk,,)I > (4n - 1)c2 > can.  
/~=0 

This proves second part of (4.8). The lower estimate of (4.6) is on the above 

lines so we omit the details. 

LEMMA 4.2. I f  f (X) is continuous asut 2~ periodic and satisfies the Zygmumt  

condition 2, then there exists a trigonometric polynomial T,~x) of  ~rder n - 1 

such that 

(4.19) [T ' ( x ) l=O( logn ) ,  [~ : (X) l !=o(nP-1) ,  V = 2 , 4  ..- 

For the proof of this Lemma see O. Kis ['4, page 271]. 

5. Proof of Theorem 3.2. By Lemma 4.2 there exists trigonometrical poly- 

nomial Tn(x) which satisfies (4d 8)-(4:.19), But 

(5.1) f ( x )  - gn(x ) = f ( x )  - T~(x) + T~x) - l t~x)  ~ 

Since every trigonometric polynomial of order n can be uniquely expressed as 
n - 1  n - 1  

(5.2) r,(x) = • T~(Xkn ) + • r ' ( x k n ) B ( x -  x~)+. 
k = 0  k=O 

n--l" n - I  

+ ~, T]~fxkn)C(x -- xkn) -t- • T~tVO(Xk~)D(x - Xkn). 
k = O  k = O  

Therefore on using (3.3) we obtain 
n--1 

(5.3) Rn(x) -- T,,.(x) = ~, [T,~xk,,) - f ( x ~ l a ( x  - xkD 
k = 0  

n - I  n - I  

+ X ( T ' ( x ~ n ) - a k n ) B ( x - x ~ )  + ~, ('F~(x/~,,)--bk,,) 
k = O  k = O  

n - 1  

C(x - x~.) + X (r~ 'v~ ( x~)  - c~,)D(x - x ~ )  
k = O  

= s ~ + J z + S ~ + s , ,  (say). 
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From (4.18) and (4.8) we have 

(5.4) (Jx) < l lno ( n  1--) = o(1). 

From (4.7) and (4.19) we have 

n--1 3 
(5.5) Y~ [T'(xk,,)B(x - xu)[ < 0(logn) = o(1), 

k = 0  

and on using (4.7) and (3.9) we obtain 

L5.6) 
n - 1  

E [a~.B(x-x~.) I ~o(n)3=o(1) .  
k=O 

Therefore on using (5.5) and (5.6) we have 

(5.7) l s~ I = o(1). 

On using (4.6) and (4.19) we obtain 

n - 1  n - I  

(5.8) 2 t r"Cx~.)C(x - x~.)[ =< oCn) £ I c ( x -  xk.)[ 
/~=0 k = 0  

=< o(n)~- = o(1) 

and, on using (46) and 3 9) we have 

(5 9) 
. -1 13 
E I b~.C(x - xk.)[ __ o(n) n = o(11 

k = O  

on using (5 8) and 5 9) we obtain 

(5.10) 153 [ = o(1) 

on using (4.19) and 4 5) we have 

. - t  z 2n (5.11) E [ r, "v~ (x~,lO(x - x~,)[ =< o(n )~n~ = o(1). 
k = O  

Lastly on using (4.5) and (39) we obtain 

,-1 z 2n 
(5.12) ~ [c~.D(x - x~.)[ <-_ o(n ) 3-~ = o(1) . 

k=O 

Therefore on using (5.11) and 517) we have 

(513) l J ,  I = o(1) 

on using (5.4), (5.7), (5,10) and (5.13) we have 

(5.14) R,(x) - T,(x) = o(1), 
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Thus (5.1), (4.18) and  (5.14) we get  

f ( x )  -- R , ( x )  = o(1) . 

This  proves  the theorem.  To show tha t  we canno t  replace  Z y g m u n d  class by  

L ip  a 0  < a < 1 we need the lower es t imates  o f  the fundamenta l  po lynomia l s  

given in A r t  4 and  we fol low the s imi lar  p r o o f  as given in O. K i s  [4] a t  the end 

o f  his paper .  
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